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Hypothesis Testing

• For a clinical trial with two groups, under 

𝐻0: 𝜇1 = 𝜇2, 𝐻1: 𝜇1 ≠ 𝜇2

• Compute Z statistic :

𝑍 =
𝑑

𝑠𝑒
~𝑁(0,1)

• 𝑑: difference in the effects, and 𝑠𝑒: standard error

• If 𝑍 < −1.96 or 𝑍 > 1.96, reject the null hypothesis and 
conclude that there is a statistically significant difference 
between the two groups at a Type-1 error of 5% (𝛼 = 0.05). 
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Interim Analyses

• Planning statistical analyses during the collection of trial data.

• Stop the trial early if:

• The test treatment is extremely effective

• The test treatment is unlikely to be better than the control

• The test treatment shows unacceptable side effects

• Repeated testing increases the Type-1 error, resulting in a 
higher chance of a false positive finding

• The significant level needs to be more conservative to control 
the inflated Type-1 error rate
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Type-1 Error Rate Increases with 

Repeated Significance Tests
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Repeated significant tests at 5% 
level

Overall type-1 error rate

1 0.05
2 0.08
3 0.11
4 0.13
5 0.14

10 0.19
20 0.25
50 0.32

100 0.37
1000 0.53

∞ 1



Sequential Analysis for Monitoring a 

Clinical Trial

Sequential analysis to control Type-I error rate:

1. Compute 𝑍 statistic at each interim analysis when results 
from additional groups of patients are available

2. Compare Z statistic to a more conservative critical value 
(>1.96) to keep an overall Type-1 error probability close to 
5%

3. Efficacy (or stopping) boundaries can then be calculated 

4. When 𝑍 statistic crosses the boundaries, make a decision to 
stop the trial
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Stopping Boundaries 

For a trial with in total 5 sequential 
analyses:

• Haybittle-Peto

• All interim analysis: 𝑍𝑐 = ±3, 
the last:  𝑍𝑐 = ±1.96

• Pocock

• 𝑍𝑐 = ±2.41

• O’Brien-Fleming

• 𝑍𝑐: from strict to loose
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Alpha Spending Functions (DeMets

& Lan 1994)

• More flexible than previous methods

• Define a function to spend the overall nominal significance 
level, e.g. 5%

• The spending function 𝛼(𝑡) is an increasing function of 
information fraction t

• Specify the spending function in advance

𝛼 𝑡 = ቊ
0, 𝑖𝑓 𝑡 = 0
𝛼, 𝑖𝑓 𝑡 = 1
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Alpha Spending Function
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Alpha spending function

Interim analysesThe usual 

boundary for 

significance



Monitoring and Updating a Meta-

analysis

• A meta-analysis is updated when new trials are available.

• e.g. Cumulative meta-analysis, living systematic review

• Repeated analyses inflate the Type-I error rate, leading to a 
premature conclusion

• No further studies are required when sufficient evidence 
shows the treatment to be effective or harmful

• Determine whether evidence is sufficient to show that the 
treatment is unlikely to be effective
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Trial Sequential Analysis (Wetterslev 2007 )

• Apply the concepts of efficacy/futility boundaries from a 
single randomized trial to a cumulative meta-analysis

• Trials are included in chronological order, and analyses are 
performed repeatedly after new trials are added. 

• Estimate the required information size by assuming a meta-
analysis is a large RCT

• Calculate the efficacy/futility boundaries to adjust the 
significance level to control the Type I and II errors.
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Trial Sequential Analysis

• The required information size in meta-analysis should be at 
least as large as the sample size in a single well-powered 
randomized trial

• The effect size d

• Standard error of d

• Type-1 error rate: 𝛼

• Type-2 error rate: 𝛽

• The required sample size is usually larger than a single RCT 
due to the heterogeneity across trials
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The Cumulative Test Statistic (Z-

curve) 

• Whenever a meta-analysis is updated, a new Z-value is 
calculated. 

𝑍 =
𝑑𝑝𝑜𝑜𝑙𝑒𝑑
𝑆𝐸𝑝𝑜𝑜𝑙𝑒𝑑

~𝑁(0, 1)

• A series of Z-values from a series of meta-analysis updates are 
plotted against the accumulated information (usually the 
same size) to produce a Z-curve.
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TSA
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Hemmingsen 2011 BMJ

15



Intensive Control vs Conventional Control 

for Non-fatal Myocardial Infarction
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TSA: Required Information Size for RR = 0.9

Sample size calculation for a single trial

• The proportion of events is 4.5% in the control group. 

• Assume a relative risk reduction of 10% in the intensive 
glycaemic control group

• Risk ratio = 0.9

• Type-1 error rate = 0.05

• Type-2 error rate = 0.2, so power = 0.8

• 1 to 1 randomization

Require sample size = 31722 for each group, 63444 in total.
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Required Sample Size

• AIS (Achieved information size):27958

• RIS (Fixed-effect required information size for a non-
sequential meta-analysis): 63446

• SMA_RIS (RIS adjusted for sequential analysis): 66211

• HARIS (Heterogeneity adjusted required information size for 
a non-sequential meta-analysis): 63446

• Because of no heterogeneity, HARIS = RIS

• SMA_HARIS (HARIS adjusted for sequential analysis): 66211
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TSA: RR = 0.9
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Interpretation

• Conventional meta-analysis showed a significant benefit of 
intensive glycaemic control (relative risk 0.85, 0.76 to 0.95; 
P=0.004). 

• Trial sequential analysis showed a lack of sufficient 
evidence of a benefit of intensive glycaemic control for the 
reduction of non-fatal myocardial infarction (TSA adjusted 
95% confidence interval 0.71 to 1.02). 

• Only 27958 (44%) of 63446 patients required to detect a 
10% relative risk reduction for non-fatal myocardial 
infarction were accrued.

20



TSA: RR = 0.85
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Interpretation

• Both conventional meta-analysis & TSA showed a significant
benefit of intensive glycaemic control (relative risk 0.85, 0.76 
to 0.95; P=0.004). 

• The adjusted required information size of 24840 patients 
required to detect a 15% relative risk reduction for non-fatal 
myocardial infarction has been accrued.
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Conflicting Results?

• The first TSA (RR=0.9) requires a larger number of patients 
than the second TSA (RR=0.85) because the expected 
difference between the two treatments in the first TSA is 
smaller.

• Therefore, the accrued evidence is considered inconclusive 
because the accrued sample size is much smaller than the 
required sample size.
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Concluding Remarks

• Unlike a single trial, most meta-analyses do not prospectively 
collect data. 

• Since a meta-analysis is conducted after all the data have been 
collected, it is debatable whether adjusting the Type-1 error 
rate is necessary.

• Efficacy & futility boundaries change when the parameters for 
the required information size change.

• The interpretation of results also changes when the 
boundaries change.
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